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We read with interest the manuscript by Williams et al (2023) published within the The Journal
of Physiology on displaying confidence intervals and effect sizes when reporting statistical
results. In isolation, this is reasonable advice, but we believe Williams et al (2023)
recommendations are unclear and their discussion can benefit from more nuance. Here, we
hope to add some of that nuance.

Confidence intervals and p-values are both frequentist statistics and are often derived from the
same quantities (i.e., estimate and standard error). However, they address different aspects of
uncertainty. While confidence intervals provide valuable information about the range of
parameter values compatible with your data given the model assumptions, they are not a direct
solution to the problems associated with NHST. Briefly, let us compare and contrast the p-value
and the confidence interval:

1. Information Conveyed:
○ P-values provide a probability that can be used to quantify the compatibility of the

estimated model with a null model. This requires that a null model/value is of
interest to be tested against (i.e., superiority, non-inferiority, or equivalence
hypotheses).

○ Confidence intervals provide a range of values for a parameter that are
compatible with the data at a specific threshold (e.g., 95% frequentist coverage).
They can give a sense of the precision and uncertainty of the estimate, much like
a standard error.

2. Threshold-based Thinking:
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○ P-values are often subject to dichotomous thinking when using NHST, where
results are deemed "significant" if p < 0.05 and "non-significant" if p > 0.05.

○ While confidence intervals provide a range of values, they are still often
dichotomized by examining whether the interval contains a specific value (e.g.,
zero). Dichotomous thinking and misinterpretations can persist even when using
confidence intervals (Hoekstra et al, 2014; Fricker et al, 2019).

3. Misinterpretation:
○ P-values are frequently misunderstood and misinterpreted, leading to the

misapplication of statistical tests (Gigerenzer, 2004).
○ Confidence intervals can be misunderstood. For example, assuming that the true

parameter value lies within the confidence interval and defaulting to an alpha
level of 0.05 would replicate many of the problems with NHST (Hoekstra et al,
2014; Fricker et al, 2019).

4. Lack of Effect Size Information:
○ P-values do not provide information about the size or magnitude of an effect; they

only indicate divergence from the null model.
○ Confidence intervals do provide information about the effect size and the

uncertainty of the effect size estimate. However, they do not convey the practical
significance or the importance of an effect on their own. Additionally, the use of
benchmark effect size scales (e.g., Cohen’s recommendations) or field specific
scales to interpret the effect size are likely to mislead rather than inform (Caldwell
& Vigotsky, 2020; Panzarella et al, 2021)

5. Subjective Choice of Alpha/Confidence Level:
○ An alpha level (often 0.05) can be utilized to designate results as significant or

non-significant. However, when an exact p-value is presented the reader can
directly see the degree of incompatibility with the null model and interpret the
results accordingly.

○ The width of a confidence interval depends on the chosen confidence level (e.g.,
95%, 90%, 99%). Researchers may select a confidence level that suits their
goals, which can be seen as analogous to “p-hacking” when testing a specific
hypothesis. Unless multiple confidence intervals are presented (Rafi &
Greenland, 2020), readers will only see the range of values at one level of
confidence/compatibility which may encourage dichotomous interpretations.

In practice, confidence intervals and p-values can be used together to provide a more
comprehensive understanding of the data when testing a hypothesis. Confidence intervals offer
a range of values for a parameter estimate, while p-values can provide information about the
incompatibility between the parameter estimate and the null model. Additionally, neither the
p-value nor the confidence interval need to be interpreted in a dichotomous manner (Greenland,
2019; Rafi & Greenland, 2020). Statements from Williams et al (2023) such as, “the effect size
and confidence interval tell us everything a P value does about a result and so much more”, are
not accurate. In most contexts, we believe it is important for researchers to cautiously interpret
both the p-value and confidence intervals. The only situation where p-value does not make
sense to report is one where a researcher has no hypothesis test and therefore no null model
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from which to compare the data (i.e., truly an estimation based approach). Both values can be
evaluated in the context of the research question rather than relying solely on either one to draw
conclusions.

Conclusions
We agree with the Williams et al (2023) that in most scenarios researchers should report more
than just the significance of a p-value (Caldwell & Vigotsky, 2020; Caldwell & Cheuvront, 2019),
and this advice has been echoed in the statistical guidelines released by the American
Physiological Society (Curran-Everett & Benos, 2004; Curran-Everett & Benos, 2007). The
reporting of an effect size and its confidence interval should be encouraged, but this does not
need to happen at the expense of the p-value. Furthermore, more restraint needs to be shown
when discussing the effectiveness of confidence intervals for interpreting results. We see no
empirical evidence of the claim from Williams et al (2023) that presenting an effect size and
confidence will “undoubtedly enhance the interpretation of research findings”. Furthermore,
Williams et al (2023) mention that many journals are banning p-values and advocating an
estimation approach. Current evidence would suggest that such editorial practices have not had
a positive impact (Fricker et al, 2019). Confidence intervals are not a panacea for our statistical
woes (Tenan & Caldwell, 2022; Lohse, 2022; Lakens, 2022), and they are subject to many of
the same misinterpretations as p-values (Hoekstra et al, 2014). There are many valid ways to
analyze, interpret, and present results within a scientific manuscript which may, or may not,
include a p-value, confidence interval, or effect size estimate. Therefore, we assert that
confidence intervals are not a way of “moving beyond” p-values, but rather another tool that
physiologists should keep in their statistical toolbox.
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